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 Abstract

 Information systems with an "intelligent" or
 "knowledge" component are now prevalent and
 include knowledge-based systems, decision sup-
 port systems, intelligent agents, and knowledge
 management systems. These systems are in prin-
 ciple capable of explaining their reasoning or
 justifying their behavior. There appears to be a
 lack of understanding, however, of the benefits
 that can flow from explanation use, and how an
 explanation function should be constructed.

 'Sirkka Jarvenpaa was the accepting senior editor for
 this paper.

 Work with newer types of intelligent systems and
 help functions for everyday systems, such as
 word-processors, appears in many cases to
 neglect lessons learned in the past. This paper
 attempts to rectify this situation by drawing
 together the considerable body of work on the
 nature and use of explanations. Empirical stud-
 ies, mainly with knowledge-based systems, are
 reviewed and linked to a sound theoretical base.

 The theoretical base combines a cognitive effort
 perspective, cognitive learning theory, and
 Toulmin's model of argumentation. Conclusions
 drawn from the review have both practical and
 theoretical significance. Explanations are impor-
 tant to users in a number of circumstances-

 when the user perceives an anomaly, when they
 want to learn, or when they need a specific piece
 of knowledge to participate properly in problem
 solving. Explanations, when suitably designed,
 have been shown to improve performance and
 learning and result in more positive user percep-
 tions of a system. The design is important, how-
 ever, because it appears that explanations will
 not be used if the user has to exert "too much"

 effort to get them. Explanations should be pro-
 vided automatically if this can be done relatively
 unobtrusively, or by hypertext links, and should
 be context-specific rather than generic.
 Explanations that conform to Toulmin's model of
 argumentation, in that they provide adequate jus-
 tification for the knowledge offered, should be
 more persuasive and lead to greater trust, agree-
 ment, satisfaction, and acceptance-of the
 explanation and possibly also of the system as a
 whole.
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 Introduction

 Knowledge-based (expert) systems (KBS), and
 intelligent systems in general, are important com-
 ponents of an organization's information systems
 portfolio (Hayes-Roth 1997; Hayes-Roth and
 Jacobstein 1994). While some of the initial
 claims about the contributions of such systems
 have been overstated and failures have taken

 place, senior managers still believe intelligent
 systems can contribute to organizational effec-
 tiveness and some organizations are strategically
 dependent on them (Gill 1995). For example,
 one organization has observed that an online
 advice-giving system that assists customers to
 configure their orders has improved order accu-
 racy from 80% to over 95%, improved customer
 satisfaction, and reduced expenses substantially
 (Wanninger 1998). In the era of the Internet, a
 vital role is seen for systems with attributes simi-
 lar to KBS as intelligent search engines and
 browsers for the Web. "For electronic commerce,

 a need exists to apply Al [Artificial Intelligence]
 technology for intelligent customer and vendor
 agents, interagent communication methods as
 they relate to Al in electronic commerce, and the
 like" (Liebowitz 1997).

 This paper discusses the use of explanations in
 what we will label generically "intelligent sys-
 tems" to indicate a broader focus than that of tra-

 ditional KBS. The distinguishing feature of intelli-
 gent systems is that they commonly contain a
 knowledge component-a computerized version
 of human tacit and explicit knowledge. Such sys-
 tems are based on the basic elements of artificial

 intelligence: knowledge representation, infer-
 ence and control (Hayes-Roth 1997). Because of
 this basis, such systems are in principle capable
 of explaining to their human users both the
 knowledge they contain and the reasoning
 processes they go through.

 Explanations serve to clarify and make something
 understandable, or are a "declaration of the
 meaning of words spoken, actions, motives, etc.,
 with a view to adjusting a misunderstanding or
 reconciling differences" (Macquarie Dictionary
 1981, p. 628). Two different aspects of explana-
 tions can be perceived even in this short defini-
 tion. First, explanations can be initiated by a
 provider of information, with an aim of clarify-
 ing, justifying, or convincing. An explanation
 used in this sense may be viewed in terms of
 rhetoric or argumentation (Toulmin et al. 1984).
 Second, explanations can be initiated by a
 receiver of information to resolve misunderstand-

 ing or disagreement (Gilbert 1989; Ortony and
 Partridge 1987; Schank 1986).

 Since the advent of advice-giving intelligent
 computer systems, explanation facilities have
 been one of their important and valued features
 (Berry and Broadbent 1987a; Shortliffe 1976;
 Stylianou et al. 1992). Explanations, by virtue of
 making the performance of a system transparent
 to its users, are influential for user acceptance of
 intelligent systems and for improving users' trust
 in the advice provided (Hayes-Roth and
 Jacobstein 1994). An explanatory capability is
 thought necessary to imitate behavior that has
 been found to be a characteristic of consultations

 with human experts (Goguen et al. 1983; Kidd
 1985a, 1985b). Explanations provide informa-
 tion such as why certain questions were asked by
 the system, what some terms mean, how conclu-
 sions were reached, and why other conclusions
 were not reached.

 Some examples illustrate the generality and cur-
 rency of the topic. The developers of a patient
 advocate "intelligent assistant" to be delivered
 via the Internet found that an explanation facility
 was necessary to give patients information about
 their health conditions (Miksch et al. 1997). For
 an intelligent "information retrieval" tool that
 supported access to information resources, a
 form of explanation (terminological) support was
 found to improve the quality of the system
 (Brajnik et al. 1996). An "aiding function" (an
 explanatory capability) was found to help users
 achieve better performance with a statistical pro-
 gram (De Greef and Neerincx 1995). KBS now in
 wide use for government administrative and
 legislation-based purposes have a split screen
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 with explanations permanently in the right-hand
 side of the screen (Dayal et al. 1994).

 Another group of knowledge systems for which
 explanation provision is potentially useful, but
 appear to be little used or studied, is referred to
 as "intelligent agents." A problem associated
 with these systems is trust in delegating tasks to
 an agent (Maes 1994). Possibly one would feel
 more comfortable and trusting of an agent if it is
 able to explain what it is doing and why. In addi-
 tion, it is thought that artificial agents may need
 to communicate with each other about their

 knowledge and goals (Genesereth and Ketchpel
 1994)-that is, give explanations. This aspect of
 agent behavior could be a promising area for fur-
 ther research on explanations.

 Explanation facilities are also part of software in
 common daily use. Intelligent features of word
 processors, such as the grammar checker, have
 relatively primitive explanation facilities that
 could possibly be improved if attention was paid
 to some of the lessons learned from work sum-

 marized in this paper. Anecdotal evidence sug-
 gests that users of a word processor will discuss
 with each other at some length the reasons for a
 problem a grammar checker has identified
 ("which" instead of "that"), but do not know that
 the relevant stylistic convention can be obtained
 from the help facility, or indeed how to access
 the help facility to get this information. The
 grammar checker is a "computer program that
 critiques human-generated solutions" and it is
 thought that such systems should "provide feed-
 back, criticism and explanation to the user, so the
 user may improve his or her solution or perfor-
 mance" (Silverman 1992, p. 107, emphasis
 added).

 A further area where explanations can play a
 part, but one that is perhaps not yet recognized,
 is that of knowledge management. Knowledge
 management refers to a "systemic and organiza-
 tionally specified process for acquiring, organiz-
 ing, and communicating both tacit and explicit
 knowledge of employees so that other employ-
 ees may make more use of it to be more effec-
 tive and productive in their work" (Alavi and
 Leidner 1997, p. 7). The technologies associated
 with knowledge management include KBS.
 Since an aim of knowledge management sys-
 tems is to communicate knowledge, the part

 that explanations can play in such communica-
 tion, training, and learning should be recog-
 nized and investigated.

 Although this paper has application in general to
 the kinds of intelligent systems discussed above,
 the majority of the relevant empirical work has
 been done with KBS or expert systems. The more
 recent types of systems, such as intelligent
 agents, have a basis in this earlier technology
 that is important to recognize so that lessons
 learned earlier are not lost and continuity in the-
 oretical and empirical development is encour-
 aged. With this goal in mind, the paper aims to
 provide answers, to the extent possible, to three
 primary questions concerning the importance of
 explanations:

 1. Do users of intelligent systems want explana-
 tions? Why are explanations needed?

 2. Do benefits arise from the use of explana-
 tions? What kinds of benefits?

 3. What types of explanations should be
 provided?

 In addition, a number of subsidiary questions are
 also of interest:

 * When and how are explanations likely to be
 used in the course of advice-giving sessions?
 At the beginning? Throughout? After conclu-
 sions are presented?

 * Are some tasks more likely to require explana-
 tions than others? Will different tasks need dif-

 ferent types of explanations?
 * Who is most likely to use explanations?

 Novices? Experts? Are there any other individ-
 ual differences likely to affect explanation use?

 Designers are unlikely to find answers in texts to
 these questions. At most, texts say that explana-
 tions are necessary and mention the most com-
 mon forms and a few variants (for example, see
 Klein and Methlie 1990; Turban 1995; Zahedi
 1993). The answers are most likely to be found in
 empirical work of which there is a reasonable
 inventory to provide guidelines for designers and
 researchers. However, we also need theories
 concerning KBS and other intelligent systems
 explanations to (1) assist in the design of expla-
 nation facilities, (2) understand users' behaviors
 when using explanations, and (3) identify the fac-
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 tors that are most promising to investigate in
 future empirical studies.

 Our preferred approach, therefore, is to make
 progress toward having a top-down, theory-
 based approach to generate answers, instead of
 what we currently have: mostly a bottom-up one
 based on empirical studies. However, a problem
 in this field is that work has followed two sepa-
 rate streams, neither of which is theoretically
 based. In the "design" stream, desirable architec-
 tures and features for explanation facilities are
 proposed and sometimes used to construct pro-
 totype systems, but there are few or no theoreti-
 cal bases and little empirical evaluation to sup-
 port these proposals (Brady and Berwick 1983;
 Cawsey et al. 1992; Churchland 1990; Horacek
 1992; Miller and Larson 1992; Paris 1987). In the
 "empirical" stream, studies to test and evaluate
 alternative explanation facilities are carried out
 with designs mostly based on considered opinion
 and wisdom, rather than on the basis of theory.
 These designs are primarily based on the how
 and why explanations inherited from a potential-
 ly promising KBS in the domain of medicine,
 MYCIN, with some additional features (Wick and
 Slagle 1989b).

 Therefore, this paper first presents a synthesis of
 the current knowledge on explanations provided
 by intelligent systems, and then attempts to
 develop, based on the theories described in the
 third section, a unifying theoretical framework as
 the basis for the integration of empirical work.
 Evidence from empirical studies that have tested
 the predictions of the proposed theories is used
 to show the extent to which the theories chosen

 have support.

 Other overviews of explanations in KBS can be
 found in Chandrasekaran, Tanner and Josephson
 (1989), Gilbert (1989), and Dhaliwal and
 Benbasat (1996). A special issue of Expert
 Systems with Applications (1995) dealt with the
 topic. Other useful collections of papers can be
 found in the proceedings of workshops on expla-
 nations (Brezillon 1992; Wognum 1991). None
 of these previous reviews, however, has integrat-
 ed theoretical work and the body of empirical
 work that exists.

 Space precludes a detailed examination of the
 large volume of work that relates to explanations

 in the human-human context. Themes in this

 work include (1) the nature of explanations from
 a philosophical point of view (Churchland 1990;
 Craik 1943), (2) the study and analysis of how
 explanations occur in conversations and consul-
 tation between people (Kidd 1985a, 1985b), (3)
 types of queries allowed (Gregor 1991; Hughes
 1987; Lehnart 1978), (4) explanation as a social
 process, in particular contexts and with particu-
 lar people (Goguen et al. 1983), (5) explanations
 prompted by expectation failures or anomalies
 (Schank 1986), and (6) the role of examples in
 explanations, particularly in the legal field
 (Rissland 1985).

 The paper proceeds by first examining the con-
 structs studied in empirical work. Theory pro-
 posed to account for the use of explanations in
 intelligent systems and associated phenomena is
 then analysed and evaluated in terms of evi-
 dence provided in the empirical studies. In the
 final section of the paper, the results of this eval-
 uation are drawn on to answer the questions
 that motivated the paper and directions for
 future work are suggested.

 Constructs in Empirical Work
 Relating To Explanations
 Figure 1 presents an overview of the constructs
 used in KBS studies on explanation use and the
 way in which they have generally been per-
 ceived as being associated with explanation use.
 Appendix A provides an overview of the empiri-
 cal studies reviewed in historical order. A wide

 search of literature in information systems,
 accounting information systems, computing, and
 artificial intelligence was undertaken to locate
 these studies. The criteria as to whether a study
 was "empirical" was that the study had to
 involve actual use of an intelligent system of
 some type, whether prototype or operational, by
 human users. For each study, the theoretical
 foundations of the study, the context, constructs
 studied, and results are described. A number of
 constructs recur in the different studies, either as

 determinants of explanation use (triggers of
 explanation use, user characteristics), as aspects
 of the explanation-use process, or as outcomes of
 explanation use (performance, learning, and per-
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 CONTEXT-SPECIFIC
 TRIGGERS OF EXPLANATION USE

 - need for learning/understanding
 - expectation failure (disagreement)
 - task requirements

 EXPLANATION TYPE
 - content

 - presentation format
 - provision mechanism

 USER

 CHARACTERISTICS

 USE OF

 KBS EXPLANATIONS

 - extent of use (frequency of access)
 - extent of use (duration of use)

 PERFORMANCE USING KBS

 - accuracy (effectiveness)
 - speed (efficiency)

 LEARNING TRANSFERRED

 TO NON-KBS CONTEXTS

 - procedural knowledge
 - declarative knowledge

 PERCEPTIONS OF KBS

 - confidence/trust in judgements
 - agreement with conclusions
 - perceived usefulness
 - satisfaction

 - acceptance
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 ceptions). Figure 1 shows a general picture of the
 constructs and the relationships between them.
 All potential interaction effects between these
 constructs are not considered at this point.

 It is necessary to arrive at some understanding of
 the constructs studied in empirical work in order
 for results from a number of separate empirical
 studies to be compared and synthesized.
 Although different terms and methods of opera-
 tionalizing the constructs have been used, some
 common understanding of the constructs appears
 possible.

 Chandrasekaran et al. (1989) provide a taxono-
 my for explanation type: basic content, human-
 computer interface, and responsiveness. The
 three dimensions represented in Tables 1 to 3 are
 similar to Chandrasekaran et al.'s classification.

 Table 1 shows examples of typical explanations
 based on the content of explanations. Tables 2
 and 3 show how further variation in explanations
 can be achieved by changing the presentation
 format of explanations or the provision mecha-
 nism. Note the wide variety in explanations that
 is possible, in principle, by combining the differ-
 ent variants.2 Appendix B gives a more detailed
 discussion of the types of explanation shown in
 Tables 1, 2, and 3 and their relationship to empir-
 ical work.

 Context-specific triggers of explanation use iden-
 tify the need for an explanation in a specific con-
 text or situation. A learning trigger can arise if the
 KBS is being used with a goal of learning or if
 learning is needed in the short-term so the user
 can contribute to problem solving. For example,
 the user may need a terminological explanation
 because he or she cannot understand a term

 occurring in a request for data (Gregor 1996a;
 Mao 1995). Learning may be more necessary
 with complex or uncertain tasks or when a KBS
 is being used in a supportive rather than a pre-
 scriptive role. In these situations, the user needs
 to contribute more to the problem solving

 2Other methods for classifying explanations have also
 been proposed. Gilbert (1989), for example, distin-
 guished 12 different types of explanation, with a cross-
 classification scheme involving four different kinds of
 knowledge and three different levels of knowledge.
 Maybury (1992) provided a classification of explana-
 tory utterances based on their content and commu-
 nicative function.

 process and so may need to learn more about
 how the KBS works. Another trigger of explana-
 tion use appears to be lack of agreement with a
 conclusion or an expectation failure (Dhaliwal
 1993; Gilbert 1989; Mao 1995; Ye 1990).

 User characteristics, expertise of the user in par-
 ticular, have been investigated as an influence on
 explanation use. In Figure 1, we have shown user
 characteristics as a moderator type variable for
 the following reasons. There is evidence that
 expertise (Dhaliwal 1993; Mao 1995) and other
 individual characteristics, such as cognitive
 styles (Hsu 1993), interact with explanation pro-
 vision; for example, expertise influences the con-
 tent type (reasoning trace, justification), and
 amount, of explanations utilized. Similarly, there
 is evidence (see propositions P7 and P8) showing
 that experts react differently from novices in
 terms of explanation requests when they disagree
 with recommendations provided by a KBS and in
 their use of explanations for learning.

 Bedard (1989) noted the difficulties in finding
 both a generally accepted definition for expertise
 and a method for operationalizing the concept.
 He suggests that more than one measure should
 be used to measure. Some researchers have

 operationalized it on the basis of the profession-
 al qualifications and years of experience of the
 users (Dhaliwal 1993; Mao 1995). Moffitt (1994)
 and Gregor (1996a) measured expertise by per-
 formance on a pretest that contained tasks simi-
 lar to those to be later undertaken with a KBS.
 Lamberti and Wallace (1990) measured expertise
 as degree of proficiency in computer systems
 tasks, assessed by a questionnaire.

 Use of KBS explanations is influenced by the
 triggers of use and by explanation provision
 characteristics, namely, content, format, and
 provision strategy. Note that there is some diffi-
 culty with the construct "use of explanations."
 In some studies, authors have noted that
 although they measure explanation access, they
 do not measure whether the explanation is actu-
 ally read or utilized (Dhaliwal 1993; Gregor
 1996a). Use is described in terms of extent,
 including the number of times explanations
 were accessed and the time users spent in read-
 ing explanations.

 Constructs studied that relate to outcomes of
 explanation use include performance with the
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 Type 1. Trace or line of reasoning
 Chandrasekaran et al.'s (1989) Type I explanations, which explain why certain decisions were or
 were not made by reference to the data and rules used in a particular case. How and why in
 MYCIN are this type.

 Question: Why do you conclude that a tax cut is appropriate?
 Explanation: Because a tax cut's preconditions are high inflation and trade deficits, and current
 conditions include those factors.

 Type II. Justification or support
 Chandrasekaran et al.'s (1989) Type II explanations, which justify part of a reasoning process by
 linking it to the deep knowledge from which it was derived.
 These explanations were introduce in the Xplain system (Swartout 1983).

 These explanations can be formed by attaching "deep" domain knowledge to portions of a
 procedure-for example, by attaching "see textbook, p. 36" to the preceding Type I explanation
 or a direct hypertext link to such text.

 Type Ill. Control or strategic
 Chandrasekaran et al.'s (1989) Type IIl explanations, which explain the system's control behavior
 and problem solving strategy. These explanation were introduced in NEOMYCIN (Clancy 1983).

 Question: Why aren't you suggesting increased tariffs as a way of decreasing trade deficits?
 Explanation: Because that plan involved political costs. My strategy is to consider politically
 easier plans first.

 Type IV. Terminological
 These explanations supply definitional or terminological information. They were distinguished by
 Swartout and Smoliar (1987).

 Question: What is drug sensitivity?
 Explanation: A drug sensitivity is an observable deviation that causes something dangerous that
 is also caused by the drug.

 Note: Adapted from Swartout and Smoliar (1987) and Chandrasekaran et al. (1989).

 KBS, learning, and perceptions of the KBS.
 Performance with the KBS is usually assessed by
 measures of accuracy, or time to complete tasks,
 or both. In the majority of studies, accuracy is
 measured in terms of degree of conformance to a
 prespecifed criterion. Eining and Dorr (1991), for
 example, compared audit evaluations made by
 participants with an evaluation made beforehand
 by an expert auditor.

 The learning construct causes some difficulty
 because of the close link between learning and
 performance, and the fact that performance is

 often used as a measure of learning in non-KBS
 contexts (Anderson 1990). In this review, learn-
 ing refers to long-term learning-a gain in knowl-
 edge that can be demonstrated in a context
 where the user solves the problem on his/her
 own. Studies have measured this type of learning
 with a posttest after a KBS is used (Eining and
 Dorr 1991; Gault 1994; Hsu 1993) or as the dif-
 ference between posttest and pretest with inter-
 vening KBS use (Eining and Dorr 1991; Gregor
 1996a; Moffitt 1994; Murphy 1990). A distinc-
 tion is also drawn in some studies between the

 learning of declarative knowledge and the learn-

 MIS Quarterly Vol. 23 No. 4/December 1999 503
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 Format  Description

 Text-based These explanations include:
 (1) a "rule" of the KBS in programming language,
 (2) a "canned text" equivalent of the rule, in a more readable form,
 (3) natural language.

 Multimedia Explanations can be enhanced by graphics, images, or animation. The
 Expert Antenna Critic (Silverman and Mezher 1992) showed an image of
 antenna placement on ships. The Pilot's Associate (Aretz et al. 1987) offered
 real-time advice to fighter pilots by voice synthesis.

 Provision Description
 Mechanism

 User-invoked These explanations are provided at the request of the user. Selection
 methods include menu options, command, or hypertext links. They are also
 referred to as on-demand, optional, or voluntary.

 Automatic These explanations are not under the control of the user and are "always"
 presented. They are also referred to as "embedded" (Moffitt 1989) or
 "omnipresent" (Everett 1994).

 Intelligent These explanations are not fully under the control of the user. The KBS
 monitors the user in some way, perhaps building a model of the user. Such
 modeling allows explanations to be tailored to the user, either individually or
 as a member of a group (for example, novice or expert) (Clancey 1987)
 and explanations are provided when the KBS considers they are needed
 depending on the specific needs of a user at a certain point in a dialogue
 (Gilbert 1989). The KBS may detect user errors or omissions and provide
 explanations which assist with correction, or may even provide automatic
 correction (Carroll and McKendree 1987).

 ing of procedural knowledge, to correspond with
 the stages of skill acquisition in cognitive learn-
 ing theory (Fitts 1964).

 Constructs studied that relate to perceptions of a
 KBS include confidence, trust, usefulness, satis-
 faction, and acceptance (Dhaliwal and Benbasat
 1996). The notions of confidence, trust, and
 belief in a KBS, user agreement with the KBS
 conclusions, and acceptance of a KBS appear to
 be closely related, and no generally accepted,
 reliable scale appears to be available for any of
 these constructs. Lerch et al. (1997) suggest that
 trust in advice generated by a machine is a com-
 plex and multidimensional concept. Trust, fol-
 lowing Rotter (1980, p. 2) is seen as "a general-

 ized expectancy held by an individual that the
 word, promise, oral or written statement of
 another individual or group can be relied on."
 Rempel et al. (1985) identified three distinct and
 coherent dimensions of trust: predictability,
 dependability (confidence), and faith.

 A number of studies have measured the con-

 structs relating to perceptions of KBS with a sin-
 gle question answered on a Lickert-type scale.
 For example, Ye's (1990) measure of belief was
 the answer to the question "I believe the system's
 conclusion is true or reasonable." Gault (1994)

 asked, "How much confidence did you have in
 your answers?" Dhaliwal (1993) asked users to
 specify their level of agreement with each con-
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 clusion of the KBS. Mao (1995) and Mao and

 Benbasat (1998), however, provide a 10-item
 scale used to assess trust.

 Perceived usefulness of a system is a construct
 investigated in a number of fields (Davis 1989;
 Davis et al. 1989; Moore and Benbasat 1991).
 Davis (1989, p. 320) defines this construct as
 "the degree to which a person believes that using
 a particular system would advance his or her job
 performance." Perceived usefulness is seen as a
 fundamental determinant of user acceptance of a
 system. A scale used for this construct has been
 adapted to assess the usefulness of explanations
 (Mao 1995; Mao and Benbasat 1998).

 Theoretical Foundations: A

 Unifying View

 In the introduction to this paper, we expressed
 the view that work in the field of explanations
 needs to be integrated and based on theory. We
 then discussed the constructs investigated in
 studies of KBS explanation use in the second sec-
 tion. In this section, theory is proposed to
 account for phenomena concerning explanation
 use. The theory is then used to generate proposi-
 tions that are evaluated in terms of available

 empirical evidence (Appendix A provides an
 overview of empirical work that has been per-
 formed). The unified view that is presented pro-
 vides the basis for answers to the questions that
 were the primary motivation for this paper: (1)
 Do users of intelligent systems want explana-
 tions? (2) Do benefits arise from using explana-
 tions? (3) What types of explanations should be
 provided?

 We describe here the theory that we believe is
 most promising as a foundation for answering
 these questions and for further work with expla-
 nations in intelligent systems. This theory is
 based on aspects of cognitive psychology and
 human reasoning: (1) the cognitive effort per-
 spective and the Production Paradox, (2) cogni-
 tive learning theory, and (3) Toulmin's model of
 argumentation. A cognitive or information-pro-
 cessing approach was chosen as it is reasonably
 well established (Best 1989) and has been used
 with some degree of success to predict outcomes
 in empirical work (see Appendix A). Cognitive

 learning theory and derivatives of the theory,
 especially those relating to expert-novice differ-
 ences, have been used in a large number of stud-
 ies. The cognitive effort perspective has been
 used in fewer studies. It appears, however, to be
 the only theory that offers an explanation for one
 of the more puzzling aspects of explanation use:
 the non-use or low use in some situations.

 Toulmin's model of argumentation-a theory of
 natural reasoning-has been used both in empir-
 ical studies (Gregor 1996a, 1997a, 1997b; Ye
 1990, 1995) and as a basis for the design of
 explanation facilities (Wick and Slagle 1989b).
 Together these theory components offer explana-
 tions for the linkages between explanation use
 and the important constructs identified in Figure
 1.

 To answer our questions of interest and to eval-
 uate the explanatory power and completeness of
 the theoretical foundation proposed, we derive a
 number of propositions from each theory. These
 propositions are stated using the constructs out-
 lined in Figure 1 and presented in the second
 section. We then discuss the extent to which the

 propositions are supported based on the empiri-
 cal evidence outlined in Appendix A. Any
 results counter to the propositions, or results
 which are not explained in terms of the theories,
 would suggest that the theoretical foundation is
 inadequate. Propositions that can be derived
 from the theory, but have not yet been tested,
 indicate areas in which further work should be
 considered.

 A description of the three theory components fol-
 lows, with the propositions derived from each
 and the degree of support that can be found for
 them in the literature. Note that the propositions
 are at a very general level. Constructs are opera-
 tionalized differently in different studies. In some
 cases, the construct in a particular study may not
 match exactly the way in which a construct has
 been defined in this paper. For precise details,
 the original studies should be consulted.

 The Cognitive Effort Perspective and the
 Production Paradox

 The cognitive effort perspective or the
 Production Paradox helps us answer two of the
 primary questions we posed in the introduction.
 Propositions 1, 2, and 3 derived from these theo-
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 retical perspectives provide predictions associat-
 ed with the following question: Do users of intel-
 ligent systems want explanations and why are
 explanations needed? Proposition 4 partially
 addresses the question: What types of explana-
 tions should be provided? These perspectives
 allow us to predict that there are certain circum-
 stances in which users of intelligent systems want
 explanations and to predict the types they need;
 thus, they relate to the determinants of explana-
 tion use-more specifically, the independent
 variables "context-specific triggers" and "expla-
 nation type" in Figure 1. Propositionsi, 2, and 3
 also address to some extent the subsidiary ques-
 tion: When are explanations used? In addition,
 Propositions 2 and 3 address the subsidiary ques-
 tion: What tasks (or contexts) are more likely to
 lead to explanation use?

 The cognitive effort perspective (Payne et al.
 1993) and the Production Paradox (Carroll and
 Rosson, 1987) are theories that relate to limita-
 tions in human cognitive capacities. These theo-
 ries are part of a tradition that includes Zipf's
 early work on the Principle of Least Effort (1949)
 and Simon's ideas of bounded rationality and sat-
 isficing (1955, 1956).

 The cognitive effort perspective or cost-benefit
 principle was developed in the behavioral deci-
 sion-making field, where the literature indicates
 that effort is an important factor in strategy selec-
 tion in the decision-making process. This view is
 based on numerous empirical studies that are
 summarized in perspective by Payne et al.
 (1993). The cognitive effort perspective has been
 applied primarily to the choice of strategies in
 decision-making contexts, not to requirements
 for explanations (Todd and Benbasat 1991). The
 implication is, however, that users will not
 expend effort to access and read explanations
 unless the (expected) benefit of doing so is per-
 ceived to outweigh the cost of the mental effort.

 A somewhat similar view is expressed in the
 Production Paradox or "learning versus working"
 argument (Carroll and McKendree 1987; Carroll
 and Rosson 1987). The Production Paradox
 refers to the conflicts between learning and
 working, constantly present in work settings:
 learning is inhibited by lack of time and working
 is inhibited by lack of knowledge. Whether
 requests for explanations will result in savings in

 cognitive resources and improvements in judge-
 ment may depend upon the usefulness and ease
 of use of the explanations. The motivational
 "cost" of learning may be reduced through the
 design of better explanation facilities and inter-
 faces (Carroll and Rosson 1987). More learning
 may occur with the same amount of time and
 effort if learning is encouraged and made conve-
 nient and easy.

 The general principle suggested by the cognitive
 effort perspective is that people in general won't
 use explanations without some specific reason,
 and anticipated benefit, as a consequence. In
 fact, the Production Paradox indicates that peo-
 ple often will not use explanations if access to
 explanations interfers with the goal of complet-
 ing the task.

 A number of propositions follow from this view.
 Users will tend not to use explanations unless
 they have a specific reason for doing so: when
 there is an expectation failure or anomaly,
 when they have an aim of long-term learning,
 or when they require a piece of information
 needed to get a task accomplished (P1, P2, P3).
 (These specific reasons for using explanations
 are consistent with aspects of cognitive psy-
 chology.) Seeking explanations because of
 curiosity alone could be seen as a hindrance to
 task accomplishment. Thus, in many situations,
 use of explanations will be low. Explanations
 will be used more, however, if they are easy to
 access-that is, the cognitive effort required is
 low (P4).

 The specific propositions P1 to P4 derived from
 the cognitive effort perspective and the support
 for them follow.

 P1: Explanations will be used when the user
 experiences an expectation failure or per-
 ceives an anomaly

 Expectation failures and perceptions of anom-
 alies have been identified as an occasion for

 explanations (Gilbert 1989; Schank 1986).

 Most explanations are triggered when users
 try, retrospectively, to account for or "under-
 stand" the system's output and find them-
 selves either unable to do so, or able only
 using rules and concepts which conflict with
 their own beliefs (Gilbert 1989, p. 240).
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 From a cognitive learning perspective, Ausubel
 (1985) argues that when an individual cannot
 find a basis for reconciling apparently or gen-
 uinely contradictory ideas, he or she will (some-
 times) attempt to resolve these differences so as
 to attempt synthesis and reorganization of his or
 her existing knowledge. Additional information
 could be sought by a request for an explanation.
 Ausubel suggested that the extent to which an
 individual attempts this reconciliation process
 depends on the individual's need for integrative
 meaning and the vigorousness of his or her self-
 critical faculty.

 Dhaliwal (1993) found that explanations were
 used more when users had a moderate disagree-
 ment with the recommendations from a KBS.

 When disagreement was very low or very high,
 explanation use was less. Dhaliwal explained the
 result as follows. At high levels of agreement,
 explanations were not sought because there was
 no conflict between users and the KBS. On the

 other hand, when there was very little agreement
 between users and the KBS, users perceived their
 differences with the conclusion to be too large to
 reconcile, and therefore chose to ignore those
 conclusions without looking at the explanations.
 Dhaliwal noted that this inverted U-shaped rela-
 tionship is common in other aspects of human
 information processing (Schroder et al. 1967).

 Ye (1995, p. 553) concluded from a study of writ-
 ten comments gathered after use of a simulated
 KBS that

 experts were sometimes surprised by the
 system's conclusion. They could not recall
 the presence of data evidence on which the
 conclusion might be based, and they did not
 feel comfortable until they received expla-
 nations that provided the data needed.

 A protocol analysis of the way in which explana-
 tions are used (Mao 1995; Mao and Benbasat

 1996b) showed that generic and trace-type expla-
 nations were used for verification by experts of
 what they thought they already knew. An example
 illustrates this usage (Mao and Benbasat 1996b, p.
 19). An expert read a recommendation and ver-
 balized "high level of debt? ... that's ridiculous,
 they've already been complaining about the fact
 that they are not investing enough." Apparently
 the recommendation was totally different from his

 expectation, therefore, he disagreed and request-
 ed a how explanation.

 In conclusion, there appears to be support for
 proposition P1: explanations will be used when a
 user perceives an anomaly in the findings of the
 KBS (an expectation failure), or there is moderate
 disagreement between the user and the KBS.
 There is some evidence also that explanations
 are used in this way more by experts than
 novices.

 P2: Explanations will be used more when the
 user has a goal of long-term learning (that is,
 learning that transfers to a non-KBS context).

 Cognitive learning theory suggests that explana-
 tions are useful for learning, as described in the
 next section of this paper in connection with P6.
 Thus, an aim of learning is expected to be a trig-
 ger for use of explanations.

 An experiment by Gregor (1996a) showed a dif-
 ference in use of explanations depending on the
 goal of the user, whether learning or problem
 solving. Participants whose goal was learning
 used trace and justification-type explanations
 more than users whose goal was problem solv-
 ing. Thus, there is evidence from one study to
 support proposition P2. No other relevant studies
 could be found.

 P3: Explanations will be used when the user
 lacks knowledge needed so he or she can
 contribute to problem solving. The knowl-
 edge could be terminological knowledge or
 knowledge of a problem-solving procedure.

 This further trigger of explanation use is
 deduced, on the basis that learning (at least
 short-term) is often needed when an intelligent
 system is used primarily for problem-solving. As
 for P2, an argument can be made from cognitive
 learning theory for the use of explanations as an
 aid to learning.

 A user might be unable to contribute to problem
 solving properly, or unable to understand a KBS
 recommendation, if he or she cannot understand
 a term used by the KBS. In this case, a termino-
 logical explanation could be of assistance. Mao
 and Benbasat (1998) give a graphic illustration
 taken from a protocol analysis of the need for
 explanations when users encounter an unfamiliar
 term. Everett (1994) also found that subjects pre-
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 fer to invoke optional explanations only when
 they do not understand the KBS's question.

 Users might also be unable to contribute to prob-
 lem solving in cases where a KBS is being used
 in a supportive rather than prescriptive role, if
 they lack knowledge of the process behind the
 problem solving. Use of a system in a "support-
 ive" role was envisaged by Luconi, Malone, and
 Scott Morton (1986) in their idea of "expert sup-
 port systems." These systems allow a user to con-
 tribute on all four dimensions of a problem solv-
 ing process: data, procedures, goals and con-
 straints, and strategies. In contrast, a prescriptive
 system would allow the user less input into the
 problem solving process-perhaps contributing
 just the data. When a KBS is used in a supportive
 role, the user may need to choose between dif-
 ferent constraints to enable alternative solutions

 to a problem to be generated, and then choose
 among alternatives. Gregor (1996a) showed that
 explanations were used more when a KBS was
 used in a supportive role, rather than a prescrip-
 tive role, by users who had made themselves
 familiar with the use of explanations in training
 activities. Thus, evidence supports the proposi-
 tion that explanations will be used more when
 users lack knowledge needed for them to con-
 tribute properly to a problem solving process.

 In the absence of the specific triggers for expla-
 nation use such as those specified in P1 through
 P3, it is possible that explanation use may be
 "low." It is known that there are some systems in
 use, apparently quite successfully, which have
 no explanation facilities. Thus, in at least some
 systems, usage is nil. Berry and Broadbent
 (1987a) studied the use of KBS in a number of
 organizations in the United Kingdom. They
 noted, "Despite a generally felt belief that expla-
 nations are fundamentally important, some sys-
 tems are currently being developed without any
 explanation facility at all" (p. 22). In two cases-
 a route planning system and a manufacturing sys-
 tem-the clients had stipulated that explanations
 were unnecessary: they were "simply interested
 in systems which did the job" (p. 22). No further
 detail of these systems is given. It is possible that
 they are relatively prescriptive systems.

 Explanation use has been measured in some
 studies. The figures given here are for explana-
 tions which are user-invoked rather than auto-

 matic. Dhaliwal (1993) found 25% to 30% of

 available explanations were requested. Mao
 (1995) observed that about 28% of the available

 reasoning-trace explanations and only 8% of the
 available deep explanations were requested. In
 Everett's (1994) study, only about half of the par-
 ticipants chose to view explanations. Only 21%
 of participants chose to view more than one
 explanation. Gregor (1996a) found with a rela-
 tively prescriptive KBS an explanation was
 requested, on average, 5.30 times in a 50 minute
 session. In a second study, an explanation was
 requested, on average, 1.45 times in a one hour
 session. Thus, explanation use is likely to be con-
 tingent upon specific triggers

 P4: Explanations that require less cognitive effort
 to access and assimilate will be used more

 and will be more effective with respect to
 performance, learning or user perceptions.
 The types of explanation for which this effect
 is expected include: (1) automatic (always
 present) explanations, (2) hypertext accessi-
 ble explanations, (3) intelligent explanations
 (given to user automatically when system
 judges necessary), and (4) case-specific
 rather than generic explanations.

 Cognitive effort is the number of elementary
 information processes (EIPs) that are needed to
 perform a task (Huber 1980; johnson and Payne
 1985; Newell and Simon 1972). An automatic
 explanation requires less cognitive effort to
 access because the user has only to read infor-
 mation that is already supplied on the screen. In
 contrast, a non-automatic explanation requires
 extra effort to bring the operator that is required
 to access explanations into short term memory
 (STM). A similar argument applies to an intelli-
 gent explanation that is automatically provided
 to the user. The user does not have to exert any
 effort to make it appear. In addition, an intelligent
 explanation can be tailored to a particular con-
 text or a particular user. In these cases, it should
 require even less cognitive effort because there
 will be less extraneous information to read. Case-

 specific and hypertext explanations should also
 require less cognitive effort because they allow
 the user to access needed information in the
 course of a consultation-information that

 applies directly to the data that is in STM. In con-
 trast some generic explanations, perhaps
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 accessed before a consultation begins, will
 require the user to store extraneous information
 in long-term memory, resulting in additional
 effort for storing and fetching. Note that there are
 other aspects of the design of explanations that
 will affect the degree of cognitive effort expend-
 ed in accessing and assimilating them. For exam-
 ple, the use of unfamiliar terms in a message may
 mean more effort to retrieve a meaning from
 long-term memory. These considerations are
 common to other areas of computer interface
 design and are too numerous to include in full in
 this paper.

 The increased effectiveness of automatic expla-
 nations (P4a) has been demonstrated by Everett
 (1994) and Moffitt (1994). Everett found that sub-

 jects who always received explanations indicat-
 ed lower perceived frustration with explanations.
 Moffitt (1994) found that learning was greater
 with automatic explanations compared with
 non-automatic explanations.

 The increased effectiveness of hypertext acces-
 sible explanations (P4b) has been shown by
 Mao (1995). In this study, when hypertext was
 used to access explanations in the context of
 KBS output (recommendations and other expla-
 nations), deep explanations were used more
 and were more effective than other types of
 explanations in enhancing knowledge transfer
 from the KBS to the users. In contrast, in the
 study by Gault (1994), hypertext explanations
 were not found to be superior to rule-trace or
 fixed-text explanations.

 No empirical studies can be found concerning
 the use and relative effectiveness of intelligent-
 type explanations (P4c).

 The increased effectiveness of case-specific
 explanations (P4d) has been shown by Berry and
 Broadbent (1987b) and Dhaliwal (1993). Berry
 and Broadbent found that multiple case-specific
 explanations led to better performance than a
 single general explanation given at the beginning
 of a session with an advice-giving system.
 Dhaliwal found that feedback (case-specific)
 explanations were used more than feedforward
 (generic) and that feedback explanations
 improved the accuracy of decision making. Mao
 (1995) found that deep explanations provided
 from within the context of case specific recom-

 mendations and reasoning traces led to higher
 learning on the part of novice subjects.

 To summarize, there is support for a cognitive
 effort perspective on the use of explanations.
 There is support for all four propositions derived
 from this perspective and no substantive evi-
 dence counter to any of the propositions. It
 appears that explanations are not necessarily
 accessed as a matter of course or general curios-
 ity: a specific trigger is needed. In addition, the
 amount of cognitive effort required to access a
 particular type of explanation will affect how
 likely it is to be used and be useful.

 Cognitive Learning Theory
 Four propositions are derived from cognitive
 learning theory. Propositions 5 and 6 provide a
 basis for answering the question: Do benefits
 arise from the use of explanations and what kinds
 of benefits? Propositions 6 and 7 allow predic-
 tions to be made about benefits and how they are
 moderated by the expertise level of the users,
 thus addressing one of our subsidiary questions
 concerning the effect of user differences on
 explanation use. The four propositions, P5 to P8,
 relate primarily to the outcomes of explanation
 use-more specifically, the dependent variables
 of learning and performance identified in Figure
 1.

 Theories of learning have been used by many
 KBS researchers because of expected relation-
 ships between explanations and learning (Eining
 1988; Eining and Dorr 1991; Gregor 1996a,
 1997a; Hsu 1993; Mao 1995; Mao and Benbasat
 1996b; Moffitt 1994, 1984; Murphy 1990). The
 cognitive approach to learning (Anderson 1983;
 Ausubel 1968; Schuell 1986) is one of several
 approaches in the educational field. Others are
 the earlier behavioral approaches (Skinner 1985)
 and the more recent constructivist approach
 (Cooper 1993). The different theories of learning
 emphasize different aspects of learning and to
 some extent are complementary.

 The cognitive (information processing) approach
 to learning is based on the conception of short-
 term and long-term memory and the way knowl-
 edge is organized in memory (Ausubel 1968).
 This approach emphasizes the distinction
 between declarative and procedural knowledge
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 and shows stages in skill acquisition in these
 terms (Anderson 1990). Declarative knowledge
 is knowledge of facts: "knowing that."
 Procedural knowledge is knowledge of a skill:
 "knowing how." Fitts (1964) describes how skill
 learning occurs in stages. In the initial "cogni-
 tive" stage, a set of facts is learned, which may
 include a description of a procedure. In a second
 "associative" stage, the declarative information is
 transformed into a procedural form. Errors in ini-
 tial understanding are eliminated and the ele-
 ments necessary to perform the task become
 more strongly connected. In a third
 "autonomous" stage, the procedure becomes
 more automated and rapid and the ability to ver-
 balize knowledge of the skill may be lost.
 Anderson (1982, 1983) built on these ideas to
 form a theory known as adaptive control of
 thought (ACT). ACT is based on the idea that ele-
 ments of permanent memory are stored in propo-
 sitional networks. Among several later develop-
 ments is ACT*, a system that simulates language
 and skill acquisition.

 The specific propositions P5 to P8 derived from
 cognitive learning theory and the support for
 them follow.

 P5: Use of explanations improves the perfor-
 mance achieved with a KBS as an aid.

 Explanations are expected to aid performance
 primarily because they can assist users with the
 understanding of unfamiliar terms and requests
 during data input, and thus lead to greater accu-
 racy of input. This assistance is more likely to be
 required by novices than experts, since the cog-
 nitive theory of skill acquisition shows that in
 early stages of knowledge acquisition, declara-
 tive knowledge of terms and procedures are
 incomplete. In addition, with less prescriptive
 systems, explanations can help the user better
 understand what the KBS is doing, so that the
 "collaboration" between user and system is more
 effective. In short, explanations aid learning (at
 least short-term), which is reflected in improved
 performance.

 Several studies support proposition P5. Wognum
 (1990) found that explanations improved deci-
 sion making in a pencil-and-paper study.
 Dhaliwal (1993) found that the use of feedback
 (reasoning trace) explanations improved the

 accuracy of decision making. Gregor (1996a)
 found the use of terminological explanations
 was related to improved problem solving perfor-
 mance with a relatively prescriptive KBS. In her
 second study, she found that use of explanations
 of all types was related to improved problem
 solving performance. Mao (1995) found that
 increased use of deep explanations led novice
 subjects to make judgements that were similar
 to those of the experts who contributed their
 knowledge to the development of the KBS. De
 Greef and Neerincx (1995) found that an "aid-
 ing" interface improved performance with a sta-
 tistical program.

 Some studies appear contrary to the proposition.
 Gault (1994) found no difference in performance
 (accuracy) between groups with explanations
 and a control group without explanations. Note
 that in Gault's study, there was no measure of
 how many times explanations were accessed.
 Similarly, in Gregor's (1996a) second study, there
 was no difference between groups with and with-
 out explanations in terms of performance.
 Differences were only observed in relation to the
 number of times explanations were accessed in
 the treatments where explanations were avail-
 able. Thus, it appears there is support for the
 proposition as it refers to a relationship between
 performance and the amount of use of explana-
 tions. There does not appear to be evidence for a
 similar relationship between the availability of
 explanations and improved performance.

 P6: Use of explanations aids learning (transfer of
 knowledge to non-KBS contexts).

 Explanation use should contribute to long-term
 learning that transfers to non-KBS contexts, as
 well as contributing to short-term learning for
 improved problem solving (P6). Explanations can
 supply the declarative knowledge that is needed
 in the first cognitive stage of skill acquisition. By
 explaining unfamiliar terms and procedures,
 explanations can allow new knowledge to be
 better assimilated with existing knowledge struc-
 tures (Ausubel 1985). This process is particularly
 important when there are discrepancies or anom-
 alies between the KBS and the user's prior knowl-
 edge or expectations.

 The evidence for proposition P6 is inconclusive.
 There is evidence for a learning-by-doing effect,
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 where repeated problem solving with a KBS
 leads to improved problem solving when an indi-
 vidual has to solve a problem without the aid of
 the KBS (Eining and Dorr 1991; Fedorowicz et al.
 1992; Gregor 1996a). It is not clear, however,
 that explanations add appreciably to this learn-
 ing-by-doing effect.

 It may be that this expected relationship, if it
 does exist, is subtle and difficult to detect.
 Careful examination of previous studies tends to
 support this view. A number of studies have
 failed to detect any difference in learning
 between KBS groups with and without explana-
 tions (Eining and Dorr 1991; Murphy 1990).
 Gregor (1996a) found no relationship between
 the use of explanations and the amount learned.
 Studies which have found a link between the

 availability of explanations and learning did so
 under rather extreme circumstances. Moffitt

 (1994) found that a group with one type of expla-
 nation learned more than a control group. The
 control group had no learning treatment at all (no
 KBS and no other aid), so this result is hardly sur-
 prising. Gault (1994) also found that groups with
 particular types of explanations learned more
 than a control group without explanations. In this
 case, the control group had a KBS but no expla-
 nation facility. There was no way for them to
 learn the declarative knowledge that was tested
 in the posttest. Procedural learning was not test-
 ed. The study by Mao (1995) is not directly com-
 parable. Mao found that use of "deep" (domain
 knowledge) explanations improved knowledge
 transfer, but here the emphasis was on the degree
 to which the KBS led the user to adopt the KBS
 advice in one particular case. The KBS used was
 a simulation and the users did not enter data or

 perform procedures themselves, so did not in fact
 "practice" the problem with the KBS.

 The study by Everett (1994) is difficult to evaluate
 in the terms used in this review. His experiment
 showed learning did occur in many groups. It is
 difficult to distinguish, however, what could be
 attributed to explanations and what to learning-
 by-doing. Everett found that subjects who
 invoked explanations in optional-explanation
 conditions showed more declarative learning.
 He also found that procedural knowledge gain
 was greater in an automatic-explanation condi-
 tion than in an optional-explanation condition.

 The study by De Greef and Neerincx (1995),
 with a statistical program and two versions of an
 interface, an "aiding" interface and a "plain"
 interface, showed that use of the aiding interface
 led to greater knowledge gains with a group of
 students with some prior statistical knowledge.

 Thus, the evidence for proposition P6 must be
 regarded as inconclusive at this point.

 P7: Novices will use explanations more for
 learning (short- and long-term) than experts.

 P8: Experts will use explanations more for
 resolving anomalies (disagreement) and for
 verification than novices.

 The view of the development of expertise in cog-
 nitive learning theory allows a number of predic-
 tions to be made about expert-novice differences
 with respect to the types of explanations used
 and the reasons for explanation use. It is difficult
 to make general statements about whether
 novices will use more explanations overall than
 experts. Arguments from the cognitive effort per-
 spective showed how explanation use is highly
 context-dependent. The context is expected to be
 more important overall than expert-novice differ-
 ences. If there are many occasions for percep-
 tions by experts of anomalous output then they
 may use more explanations than novices. If
 novices are required to use the KBS for learning,
 they may use explanations more than experts.
 Nevertheless, some general predictions concern-
 ing expert-novice differences can be made. As
 novices have more to learn, we would expect
 them to make greater use of explanations for
 learning than experts (P7).

 Johnson (1983) defines an expert as a person
 "who, because of training and experience, is able
 to do the things that the rest of us cannot, experts
 are not only proficient but also smooth and effi-
 cient in the actions they take" (p. 78). Anderson
 (1990) describes a number of dimensions in the

 development of expertise: the conversion of
 declarative, factual knowledge into more effi-
 cient procedural representations, tactical and
 strategic learning that leads to faster and better
 problem solving, abstract rather than surface-
 level representations, and improved memory and
 memory structures in the domain of expertise.

 Experts should be more able to understand terms

 used by the KBS and also, in many cases, per-
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 form the tasks performed by the KBS themselves.
 They may use the KBS to assist them with tedious
 calculations and avoid errors, but are capable of
 forming some judgement as to the accuracy of
 the KBS conclusion. Thus, experts will use expla-
 nations more for resolving perceived anomalies
 in the KBS output. The explanations they will use
 to do this are reasoning trace, justification, and
 control type explanations. Wognum (1990, p.
 122) noted that

 More experienced users may use the system
 in an informative role. In this role users are

 allowed to reject a conclusion. The users are
 considered to be superior to the system.
 They are familiar with the knowledge in the
 system and know how to use it.

 There is support for propositions P7 and P8.
 Mao and Benbasat (1996b) found that novices

 used more deep, but not reasoning-trace, expla-
 nations compared to experts. Experts mainly
 used deep knowledge and reasoning-trace for
 verifying conclusions against their own knowl-
 edge. Experts were more likely to identify poten-
 tial inconsistencies in the KBS output and to
 resort to explanations to resolve the differences
 in judgement. Novices were more likely to
 request explanations for learning. Ye (1995) also
 noted that experts were more likely to look at
 explanations because they were surprised by
 conclusions.

 In summary, there appears to be support for a
 number of propositions taken from cognitive
 learning theory. Explanations aid performance
 and in some cases learning. Experts will use
 explanations more for resolving anomalies and
 novices more for learning.

 Toulmin's Model of Argumentation
 Toulmin's model of argumentation (Toulmin
 1958; Toulmin et al. 1979), a model of human
 reasoning, provides a basis for answering one of
 our primary questions-What types of explana-
 tions should be provided?-and links it to anoth-
 er primary question concerning the types of ben-
 efits that arise from the use of explanations.
 Proposition 9 relates to the design of explanation
 facilities and outcomes of explanation use-
 more specifically, the independent variable
 "explanation type" and the dependent variable
 "perceptions of KBS" in Figure 1. The latter con-

 struct includes user perceptions of confidence,
 trust, agreement with conclusions, perceived
 usefulness, satisfaction, and acceptance.

 Toulmin's model has been used as a basis for

 constructing explanation capabilities (Miller and
 Larson 1992; Wick and Slagle 1989a) and in
 empirical work (Gregor 1996a; Ye 1990, 1995;
 Ye and Johnson 1995). The model provides a
 basis for the examination of practical reasoning
 and argumentation, as distinct from formal logic.
 The model distinguishes the following different
 parts of an argument:

 * claims: the assertions or conclusions that are

 put forward for acceptance,
 * grounds: the factual data that is the foundation

 for the argument,
 * warrants: the justification for moving from the

 grounds to the claims (examples are rules of
 thumb and laws of nature),

 * backing: the authorization for the warrant (an
 example is a legal statute),

 * qualifiers: phrases expressing the degree of
 certainty placed on a claim,

 * possible rebuttals: the extraordinary or excep-
 tional circumstances that might undermine the
 force of the argument.

 Arguments that are strong and well-founded are
 thought to be convincing, while others that are
 weak or baseless are unconvincing. The model
 can be applied to explanations in KBS. A rule-
 trace explanation, which has a rule with data
 premise, certainty factor, and conclusion, corre-
 sponds to the grounds, qualifier, and claim in
 Toulmin's model. In justification-type explana-
 tions, a warranty and possibly a backing will also
 be distinguished.

 Explanations that conform to Toulmin's model
 should be more persuasive because they contain
 the elements that are present in convincing
 human-human arguments. Thus, they should
 lead to greater trust, agreement, satisfaction, and
 acceptance.

 P9: Use of explanations conforming to
 Toulmin's model (justification explanations)
 will give rise to more positive user percep-
 tions of a KBS than other explanations (trace
 and strategic explanations).

 Some evidence for this proposition may be dis-
 cerned in the perceived inadequacy of early sys-
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 tems, such as MYCIN, that had only rule-trace
 explanations (Buchanan and Shortliffe 1984).
 Considerable support is also found in the work
 by Everett (1994) and Ye (1990).

 Everett (1994) found that confidence, satisfaction,

 and perceptions of usefulness, effectiveness, and
 ease-of-use were all strongly affected by the pres-
 ence of justification-type explanations. Frustration
 with the KBS also decreased when automatic justi-
 fication-type explanations were given.

 The effect of including justification explana-
 tions was so strong that it affected percep-
 tions which should not have differed

 depending on their presence or absence,
 notably system ease of use. Although there
 was absolutely no difference in any aspect
 of ease of use, subjects receiving justifica-
 tion explanations rated the system signifi-
 cantly easier to use than did those not
 receiving justifications. All of the justifica-
 tion effects were significant regardless of
 invocation mode or explanation content
 treatment (Everett 1994, p. 307).

 Ye (1995, p. 553) found "justification to be more
 effective than trace and strategy in getting the
 system's conclusions accepted, as evidenced by
 its higher perceptual value (usefulness and pref-
 erence) and, more importantly, its higher usage
 rates (choice of explanation). Participants' infor-
 mal comments also provided support for their
 discrete usage patterns, as a number of them sug-
 gested that they would always want to see the
 justification for a conclusion."

 In summary, there appears to be a considerable
 degree of support for proposition P9.

 To conclude this section we need to evaluate the

 success of the three theories we have suggested
 as a unifying foundation for work with explana-
 tions in KBS. Table 4 gives a summary of the
 propositions discussed and associated empirical
 studies for each. The propositions drawn from
 this theory appear to be largely supported by
 empirical evidence with the exception of propo-
 sition P6, which stated that the use of explana-
 tions is expected to aid long-term learning that
 transfers to non-KBS contexts. The evidence for

 this proposition is equivocal and it was conclud-
 ed that this effect, if it does exist, is probably sub-
 tle and difficult to detect.

 We need also to consider whether there have

 been empirical findings outside of the theoretical
 framework we have proposed. Examination of
 Figure 1 and the studies in Appendix A shows
 that there is one area in which the theoretical

 foundation could possibly be deficient. It is pos-
 sible that individual differences, apart from
 expert-novice differences, could influence expla-
 nation use. In general, however, attempts to find
 other individual differences related to the use of

 explanations have been unsuccessful. Gault
 (1994) studied the user's attributional style as a
 possible determinant of explanation use, but
 found no significant effect.

 The only study that shows a relationship between
 individual differences and explanation use is that
 of Hsu (1993). He found that cognitive style was
 related to knowledge transfer (learning) with a
 KBS. In addition, field-independents, as measured
 by the GEFT scale of Oltman, Raskin, and Witkin
 (1971), were more affected by different explana-
 tion types than field-dependents. Field-indepen-
 dents learned better with flexible (user-invoked)

 and justification explanations than they did with
 rule-trace explanations. Hsu related cognitive
 style to cognitive restructuring skills, and thus to
 cognitive learning theory (Anderson 1983).
 Further work in this area appears warranted.

 Various other individual differences have been
 included in studies as covariates but none have

 been found to be significant when the influence
 of other constructs is taken into account. The

 covariates examined include age, gender, com-
 puter experience (Eining 1988; Everett 1994;
 Gregor 1996a; Murphy 1989) and need-for-cog-
 nition (Gregor 1996a).

 We conclude that the theoretical foundation

 proposed is reasonably adequate as an aid for
 understanding and predicting phenomena relat-
 ing to the use of explanations in intelligent
 systems.

 Discussion And Conclusions

 In the preceding section, we proposed a combi-
 nation of the cognitive effort perspective, cogni-
 tive learning theory, and Toulmin's model of
 argumentation as a unifying foundation for work
 with explanations in intelligent systems. Analysis
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 Proposition

 From the cognitive effort perspective

 P1 Explanations will be used when the user experiences
 an expectation failure, or perceives an anomaly.

 P2 Explanations will be used more when the user has a
 goal of long-term learning (learning that transfers to
 a non-KBS context).

 P3 Explanations will be used when the user lacks
 knowledge needed (terminological knowledge or
 problem-solving procedures) so he or she can
 contribute to problem solving.

 P4 Explanations that require less cognitive effort to
 access and assimilate will be used more and will be

 more effective with respect to performance, learning,
 or user perceptions. The types of explanation for
 which this effect is expected include:

 a automatic (always present) explanations,
 b hypertext accessible explanations,
 c intelligent explanations (given to user automatically

 when system judges necessary),
 d case-specific rather than generic explanations.

 From cognitive learning theory

 P5 Use of explanations improves the performance
 achieved with a KBS as an aid.

 P6 Use of explanations helps in learning (transfer of
 knowledge to non-KBS contexts).

 P7 Novices will use explanations more for learning (short-
 and long-term) than experts.

 P8 Experts will use explanations more for resolving
 anomalies (disagreement) and for verification
 than experts.

 From Toulmin's model

 P9 Explanations conforming to Toulmin's model
 (justification explanations) will give rise to more
 positive user perceptions of a KBS than other
 explanations (trace and strategic explanations).

 Dhaliwal (1993), Mao and
 Benbasat (1996b), Ye (1995).

 Gregor (1996a).

 Everett (1994), Gregor (1996a),
 Mao (1995).

 Everett (1994), Moffitt (1989).

 Gault (1994), Mao (1995).
 No empirical tests found.

 Berry and Broadbent (1987b),
 Dhaliwal (1993).

 De Greef and Neerincx (1995),
 Dhaliwal (1993), Gregor (1996a)
 Mao (1995), Wognum (1990).
 Differing results: De Greef and
 Neerincx (1995), Eining (1988),
 Everett (1994), Gault (1994),
 Gregor (1996a), Moffitt (1989),
 Murphy (1990).

 Mao (1995).

 Mao (1995), Ye (1990).

 Everett (1994), Ye (1990).

 aOnly primary references are given for supporting studies.
 Note: All propositions refer to a context in which a KBS is used, unless stated otherwise. That is, propositions
 compare KBS use with explanations to KBS use without (or with fewer or different) explanations. The proposi-
 tions do not compare a KBS situation with a non-KBS situation.
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 of empirical work showed that this theoretical
 foundation appears to be reasonably adequate
 and complete. In this concluding section we use
 the theoretical foundation to answer the ques-
 tions that motivated the paper. The answers to
 these questions should be of benefit to designers
 of intelligent systems.

 1. Do users of intelligent systems want explana-
 tions? Why are explanations needed?

 It appears that explanations should be provided in
 intelligent systems, despite the low use observed
 in some situations. This low use may be, at least in
 part, occasioned by the desire to avoid expending
 cognitive effort and the Production Paradox. The
 occasions on which users want explanations are
 likely to be highly context-specific. These occa-
 sions include the need to resolve perceived
 anomalies, the desire to learn on the part of the
 user, and a lack of knowledge of the terms or pro-
 cedures used by the intelligent system. Particular
 tasks such as report production or debugging may
 also necessitate the use of an intelligent-system
 explanation.

 2. Do benefits arise from the use of explana-
 tions? What kinds of benefits?

 Explanation use has been shown to have positive
 outcomes-better performance, higher user per-
 ceptions of the system, and, in some cases,
 improved learning.

 3. What types of explanation shouldbeprovided?

 The explanations that are needed in intelligent
 systems should be considered in terms of the
 three classification methods shown in Tables 1 to

 3: content, presentation format, and provision
 mechanism.

 With respect to the content of explanations, it
 appears, congruent with Toulmin's model of
 argumentation, that justification-type explana-
 tions are particularly efficacious. This effect has
 been shown empirically by Everett (1994). In
 addition, terminological explanations appear to
 be generally useful. Gregor (1996a) found with a
 prescriptive system terminological-type explana-
 tions were the type significantly related to perfor-
 mance. Wognum (1990) found in her study of
 operational systems that users had actually
 demanded a terminological-type explanation
 function in one system and use of this facility

 reduced the use of other explanation facilities.
 Note that a terminological-type explanation
 function may not be provided for in KBS shells.
 Mao (1995) found deep (terminological) expla-
 nations to be more useful than reasoning-trace
 explanations for novice users to acquire the
 knowledge contained in the KBS.

 In terms of presentation format, there is little
 empirical evidence as to the relative worth of dif-
 ferent methods available (text, graphics, sound).
 It may be that general rules for interface design
 are at present the best guide available for choice
 of presentation method.

 With respect to the provision mechanism, meth-
 ods that reduce the cognitive effort needed to
 access the explanations are desirable. There is
 compelling evidence for the advantages of auto-
 matic provision of explanations compared with
 user-invoked explanations. In Everett's words
 (1994, p. 308),

 being provided an explanation and being
 provided the opportunity to invoke an
 explanation are not identical in the percep-
 tion of an expert system user. It is possible
 that the perceived effort of requesting an
 explanation, even through a single key-
 stroke, might be sufficient to discourage
 explanation requests.

 Everett concluded that any important explanations
 during the course of the expert system consultation
 should always be presented to the subject.

 Hypertext appears also to offer advantages, such
 as reducing the cost of accessing explanations,
 thus increasing their use (Mao 1995). There is lit-
 tle empirical evidence for the worth of intelligent
 explanations, although it is expected that they
 would also offer advantages.

 The work reviewed also allows some subsidiary
 questions to be addressed.

 When and how are explanations likely to be
 used in the course of advice-giving sessions? At
 the beginning? Throughout? After conclusions
 are presented? When there is an "expectation
 failure"?

 Terminological-type explanations are likely to be
 used throughout a problem solving session for
 assistance with data input. Reasoning trace, jus-
 tification, and control explanations, particularly
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 justification-type explanations, are likely to be
 used at the end of a consultation, to resolve
 expectation failures and perceptions of anom-
 alies, or for learning.

 Are some tasks more likely to require explana-
 tions than others? Will different tasks need differ-

 ent types of explanations?

 Reasoning trace, justification, and control expla-
 nations are likely to be used more if the "task" is
 learning rather than problem solving. Use of KBS
 in a supportive rather than a prescriptive role
 may also mean greater use of explanations
 (Gregor 1996a). Specific task requirements, such
 as report production or debugging, can also
 necessitate explanations. Wognum's (1990) study
 of use of operational systems noted that explana-
 tions were found useful for report production.

 Who is most likely to use explanations? Novices?
 Experts? Are there any other individual differ-
 ences likely to affect explanation use?

 There appear to be expert-novice differences in
 the use of explanations (Mao 1995; Ye 1990).
 Novices use explanations more for learning and
 understanding, experts more for verification.
 Many other individual differences have been
 studied in relation to explanations without sig-
 nificant results. The only relationship found was
 between cognitive style and learning: field-
 independents showed increased learning with
 user-invoked and strategic explanations (Hsu
 1993).

 To conclude, there is now a body of empirical
 work relating to the use of explanations in KBS
 that shows a considerable degree of conver-
 gence. Explanations, when available, are not
 used to the degree that might be expected. If
 explanations are used, they can result in
 improved performance, more positive user per-
 ceptions, and in some cases, long-term learning.
 The degree to which explanations are used
 appears to be related to the effort that needs to be
 expended in accessing them. Thus, explanations
 that require less effort to access, particularly
 automatic and hypertext explanations, are likely
 to be most efficacious. Terminological and justi-
 fication explanations also appear to be particu-
 larly effective. The results observed appear to be
 congruent with the theoretical base proposed,
 which combines a cognitive effort perspective,

 cognitive learning theory, and Toulmin's model
 of argumentation.

 Further work is suggested in areas where few
 empirical investigations have been undertaken.
 The first is the investigation of the usefulness of
 intelligent-type explanations, which are given
 to the user automatically when the KBS judges
 they are necessary, and may involve user mod-
 eling. Second, there appears to have been little
 work on the relative merits of comparatively
 novel presentation formats such as multimedia.
 Third, work could be extended to some of the
 newer types of systems, such as intelligent
 agents and knowledge management systems.
 Fourth, the relationship between the use of
 explanations and long-term learning that can be
 transferred to other contexts (Proposition 6) has
 not been clearly established due to equivocal
 results from empirical studies. This important
 issue needs to be explored further. Finally, we
 suggest that there is a greater payoff in com-
 paring explanation facilities with different fea-
 tures (for example, with and without intelligent
 explanations) within the same study, rather than
 making gross comparisons between intelligent
 systems that do or do not have explanation
 faci I ities.

 In addition, further work could investigate the
 relevance of broader theoretical perspectives to
 the use of explanations. This paper has proposed
 a unifying theoretical foundation based on a cog-
 nitive psychology approach, which focuses on
 the use of explanations on a individual basis. It
 would be possible also to consider whether
 social, ethical, or organizational theories provide
 additional insight into the use of explanations.
 Certainly in some contexts an explanation is
 required to fulfil a legal or reporting requirement.
 For example, ExperTAX, a system for audit and
 tax planning, has simple, brief explanations that
 satisfy a reporting requirement (Shpilberg et al.
 1986). Only one empirical study of the use of
 explanations in an organizational setting was
 identified (Wognum 1990). Apart from use of
 explanations for report generation, Wognum
 found that explanations were used as a basis for
 negotiation with clients. Further work in a broad-
 er context appears to be warranted, as Goguen et
 al. (1983) concluded from a study of naturally
 occurring explanations that:
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 Explanation is a social process, in the sense
 that explanation actually occurs in particu-
 lar social contexts involving particular peo-
 ple having their own particular assumptions
 and dispositions, which in turn significantly
 influence how the explanation is actually
 presented and understood (p. 553).

 Overall, the conclusion for the practical manag-
 er or developer of information systems is that
 much greater attention should be paid to the
 inclusion of explanations in any system that has
 an "intelligent" component. These are systems
 which contain knowledge in some form, whether
 it be the meaning of a term, the reasons for advis-
 ing a particular course of action, or the justifica-
 tion for a particular piece of knowledge. Today
 these systems could be referred to as knowledge
 systems, intelligent agents, intelligent assistants,
 or critiquing systems, as well as the more famil-
 iar decision support, expert, or knowledge-based
 systems. Attention should be paid to the inclu-
 sion of justifications or backing for knowledge
 fragments when they are added to organizational
 knowledge management systems.

 It should also be realized that what some peo-
 ple regard as "help" can have an explanatory
 capability. For example, the help function in a
 grammar checker may provide a grammatical
 rule as justification for its advice. The grammar
 checker in a word processor could automatical-
 ly offer an explanation of a grammatical rule in
 a position of the screen where it does not inter-
 fere with current work. The work reviewed in

 this paper suggests that such a feature would
 lead to a greater knowledge of grammatical
 rules and better use of these rules. Our obser-

 vations are that users :n general either do not
 know this help feature exists, or find it too
 much trouble to access, and will as a conse-
 quence continue in ignorance of why the sys-
 tems behaves as it does. They may even dis-
 able the grammar checker because of dissatis-
 faction and the lack of understanding of its
 actions. Thus, a deficiency in the design of an
 explanation facility can lead to a number of
 undesirable outcomes.

 The reasons for including explanations in intelli-
 gent systems are that they have been clearly
 shown, when suitably designed, to improve per-
 formance, learning and result in more positive

 user perceptions of a system. The design is
 important, however, because it appears that
 explanations will not be used if the user has to
 exert "too much" effort to get them.

 Explanations could be provided automatically if
 this can be done relatively unobtrusively, or by
 hypertext links. Designers of explanation facili-
 ties and help functions should heed the results
 reported here.
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 APPENDIX A
 Empirical Studies Related to Explanations in KBS

 Study Theoretical Task and context Independent Dependent Resultsb
 foundationa variables variables

 Berry and
 Broadbent
 1987b

 Human reasoning
 (Wason and Johnson
 -Laird 1972), concept-
 learning (Bruner et al.
 1956).

 Eining 1988; Cognitive learning
 Eining and theory and expert-
 Dorr 1991 novice differences

 (Einhorn 1974;
 Gagne 1985).

 Moffitt 1989, Cognitive learning
 1994 theory (Anderson

 1982).

 Three experiments.
 Task was testing for
 river pollutants with
 aid of advice-giving
 system.

 Task was evaluation
 of internal control over

 factory payroll. Five
 week laboratory study
 with 191 novice

 auditors and purpose-
 built KBS.

 Task was two

 scheduling problems.
 Experiment with 362
 student subjects and
 purpose-built KBS.

 (1) Prior general
 explanation vs.
 multiple case-specific
 explanations
 (2) Prior general
 explanation with
 verbalization vs.

 verbalization alone

 (3) As for (b) but also
 a no-KBS condition.

 (1) Type of decision aid
 (none, questionnaire,
 KBS with explanations,
 KBS without

 explanations)
 (2) Level of feedback.

 Type of decision aid
 (none, KBS without
 explanation, KBS with
 rule-trace, KBS with
 user-invoked canned-

 text, KBS with
 automatic. canned-

 text explanation).

 (1) Learning
 (2) Performance

 (1) Procedural
 learning
 (measured as
 decrease in time
 and increase in

 accuracy).

 (1) Declarative
 learning
 (2) Procedural
 learning
 (3) Perceptions
 of KBS.

 (1) Performance better with
 multiple case-specific
 explanations, rather than
 single general explanation.
 (2) Performance better with
 single general explanation
 and verbalization rather

 than verbalization alone.

 (3) Multiple case-specific
 explanations and general
 explanation/verbalization both
 contributed to learning.

 Use of expert system resulted
 in greater learning, but no
 difference between groups
 with and without explanations.

 Both types of learning
 greater in automatic-
 explanation condition
 compared with no-aid condition.
 Ratings for usefulness for
 learning highest for automatic-
 explanation condition, then
 canned-text, then rule-trace,
 then no-explanation
 condition.
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 APPENDIX A. CONTINUED

 Study Theoretical Task and context Independent Dependent Resultsb
 foundationa variables variables

 Lamberti Expert-novice
 and Wallace differences (Adelson
 1990 1981; Anderson 1982;

 Chi etal. 1981), task
 uncertainty in decision
 making (Galbraith 1977).

 Murphy Learning theory and
 1990 development of

 expertise (Anderson
 1985; Einhorn 1974;
 Fitts and Posner 1976;
 Kolodner, 1983).

 Rook 1990 Mental models (Craik
 1943; Gentner and
 Stevens 1983; Johnson-
 Laird 1983).

 Wognum, Explanation strategies
 1990 and architectures

 (Buchanan and
 Shortliffe 1984; Neches,
 et al. 1984).

 0

 0

 2

 (4b

 0

 (0

 R'

 U'4l

 Quasi-experimental (1
 field study of (2
 operational KBS with pr
 90 programmers and (p
 diagnostic problems de
 in computer support (3
 center over two-year (a
 period. (4

 Task was auditing (1
 problems. (K
 Experiment with 67 KE
 accounting students ex
 and production KBS. au

 Task was space- (1
 station fault diagnosis. (g
 Experiment with 30 (2
 students and purpose- (g
 built KBS.

 (1) Retrospective (1
 study of nine (2
 operational systems, (le
 (2) Paper test with ha
 eight social security
 workers and 40 problems.

 ) Expertise
 ) Knowledge
 esentation format

 rocedural vs.

 eclarative)
 ) Question type
 bstract vs. concrete)
 ) Task uncertainty.

 )Type of decision aid
 BS with explanations,
 3S without

 planations, non-
 itomated aid).

 ) Explanation type
 raphic vs. text)
 ) Mental model
 raphic, text, none).

 ) Not applicable.
 ) Explanation type
 ,gal rules vs.
 .ndbook).

 (1) Performance
 (speed and
 accuracy)
 (2) Confidence
 in KBS

 (3) Satisfaction
 with KBS.

 (1) Declarative
 learning
 (2) Procedural
 learning.

 (1) Ability to
 reconstruct KBS

 reasoning
 (performance)
 (2) Perceptions
 of KBS.

 (1) Not
 applicable.
 (2)(a) perfor-
 mance,

 (b) Helpfulness
 of explanation.

 Higher-expertise users
 performed better and showed
 greater confidence.
 KBS had more impact on
 performance of low-expertise
 users. Users with different

 levels of expertise needed
 different presentation formats.
 Other interaction effects.

 Declarative and procedural
 learning greater in non
 automated aid condition.

 Performance higher in graphic
 mental model condition.

 Improved performance also
 when mental model matched

 explanation type.

 (1) In operational systems
 explanations not always
 needed. Importance of
 explanations depended on
 users' experience and role of
 the system.
 (2) Explanations improved
 decision making. Explanations
 based on handbook perceived
 as most useful. (not statistically
 significant).
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 APPENDIX A. CONTINUED

 Study Theoretical Task and context Independent Dependent Resultsb
 foundation" variables variables

 Ye 1990;
 Ye 1995;
 Ye and

 Johnson

 1995

 Mental models

 (Johnson-Laird 1983),
 task classification

 (Clancey 1985), model
 of argument (Toulmin
 1958).

 Dhaliwal Cognitive learning
 1993. theory (Balzer et al.

 1989); lens model
 (Brunswik 1952, 1956).

 Task was audit

 analytical review
 problems.
 Experiment with 10
 novice and 10

 expert practicing
 auditors and
 simulated KBS.

 Task was financial

 statement analysis.
 Experiment with 40
 students, 40
 practicing
 accountants and
 simulated KBS.

 (1) Expertise
 (2) Task type (data
 abstraction vs.

 heuristic match)
 (3) Type of
 explanation.

 (1) Explanation type
 (feedforward, feedback,
 feedforward and

 feedback, none)
 (2) Explanation use
 (3) Expertise (novice
 or expert)
 (4) Agreement with
 KBS conclusion.

 (1) Change in
 belief (before
 and after receipt
 of explanation)
 (2) Choice of
 explanation
 (3) Reading time
 for explanation
 (4) Perceived
 usefulness of

 explanation
 (5) Degree of
 preference for
 explanation type.

 (1) Explanation
 use (trace,
 justification,
 strategic)
 (2) Performance
 (accuracy)
 (3) Perception of
 usefulness of

 explanation.

 Belief in conclusions increased

 after explanations were given.
 Preferences were for (1)

 justification-type, (2) trace, then
 (3) strategic explanations.
 The order for reading times
 (greatest to least) was the
 same.

 Novices perceived justification
 to be more useful and

 preferable than other two
 types. Experts perceived
 justification to be more useful
 and preferable than strategy,
 but about as useful as trace.

 Trace and justification-type
 used more than strategic
 explanations. Feedback were
 used more than feedforward

 explanations. Explanations
 were used least when

 agreement was very high or
 very low. Feedback
 explanations improved the
 accuracy of decision making.
 Experts used trace more than
 strategic explanations. Novices
 used more justification than
 strategic explanations.
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 APPENDIX A. CONTINUED

 Study Theoretical Task and context Independent Dependent Resultsb
 foundationa variables variables

 Everett 1994 Developed a framework
 based on content and

 purpose of explanations
 and prior empirical
 work, no theory.

 Task was product/
 process matching.
 Experiment with 260
 students and

 simulated KBS.

 (1) Explanation type
 (facts, rules, pseudo-
 rules, choice of other
 three types)
 (2) Justification- type
 presence (yes or no),
 (3) Invocation mode
 (user-invoked vs.
 automatic),
 (4) Expertise

 (1) Declarative
 learning
 (clarification)
 (2) Procedural
 learning
 (duplication)
 (3) Agreement
 (ratification)
 (4) Perceptions
 of KBS.

 Justification-explanations were
 of critical importance, affecting
 user acceptance.
 Procedural learning was
 greater in the automatic-
 explanation condition
 compared with the user-
 invoked condition.

 Gault 1994 Learning theory Task was application
 (Anderson 1983), social of a treaty for arms
 learning theory control. Experiment
 (Bandura 1989), with 132 students at
 attributional style a military college and
 (Seligman 1990). simulated KBS.

 Hsu 1993 ACT* learning theory Task was financial
 (Anderson 1983), statement analysis.
 function-mechanism Laboratory experiment
 model of understanding over four weeks with
 (Miyake 1986), cognitive 287 accounting
 style (Flowler et al. students with
 1985). purpose-built KBS.

 Explanation type (none,
 rule- trace, fixed-text,

 hypertext).

 (1) Explanation type
 (rule-trace, justification,
 user-invoked)
 (2) Cognitive style.

 (1) Performance Learning (accuracy and
 (accuracy, time, confidence) was greater in
 confidence) fixed-text and rule-trace
 (2) Declarative conditions compared with no-
 learning(accuracy, explanation condition.
 time, confidence) Confidence was greater in all
 (3) Satisfaction. explanation conditions

 compared with no-explanation
 condition.

 (1) Procedural
 learning
 (2) Explanation
 use (three types)
 (3) Perceived
 usefulness

 (4) Perceptions
 of KBS.

 Cognitive style and interface
 design affected procedural
 learning. Procedural learning
 was greater with justifications
 rather than rule-based

 explanations alone.
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 APPENDIX A. CONTINUED
 Study Theoretical Task and context Independent Dependent Resultsb

 foundationa variables variables

 Model-based design of
 human-computer
 systems (Yourdon 1989).

 Discourse

 comprehension (Mayer
 1980, 1985; van Dijk
 and Kintsch 1983),
 Anderson's ACT* model

 (Anderson 1983), nature
 of explanation (Schank
 1986).

 Swinney The explanation effect
 1995 (Koonce 1992; Ross

 et al. 1975).

 Two experiments,
 each with 20 students

 using statistical
 program.

 Task was financial

 analysis.
 Experiment with 29
 students, 26
 professionals and
 simulated KBS.
 Included verbal

 protocol analysis.

 Explanation (aiding)
 availability

 (1) Expertise (novice,
 expert)
 (2) Explanation
 provision type (linear
 text vs. hypertext)
 (3) Frequency of use of
 explanations (generic,
 trace).

 Audit assessment task. (1) Explanation source
 Experiment with 41 (self-generated, KBS-
 practicing auditors generated, none)
 and paper output from (2) Explanation
 operational KBS. direction (positive vs.

 negative).

 (1) Performance,
 (2) Learning.

 (1) Knowledge
 transfer

 (2) Usefulness of
 explanations
 (3) Trust in KBS.
 (4) Frequency of
 explanations use
 (generic, trace)
 (5) Timing of
 explanation use.

 User's judgement.

 Aiding interface improved
 performance and learning in
 second experiment where
 participants had some
 statistical knowledge.

 More general-domain
 explanations used in hypertext
 condition. Higher knowledge
 transfer from KBS to users with

 general-domain explanations
 than with trace explanations.
 Use of trace explanations was
 related to perceived usefulness
 of explanations.
 Novices used explanations
 more for learning and
 understanding, experts more
 for verification.

 The most influential

 explanations were those that
 were expert-system generated
 and negative (conservative) in
 direction.

 Brajniketal. None
 (1996)

 Information retrieval

 system. Experiment
 with 45 students.

 (1) System type (with or
 without a query
 reformulation capability),
 (2) External support
 type.

 (1) user
 satisfaction,
 (2) performance,
 (3) user
 behavior.

 The majority of help requests
 were for specific terms to
 include in the query.
 Terminological help was
 requested in contextual form.
 Strategic help was not
 requested but was needed.
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 APPENDIX A. CONTINUED
 Study Theoretical Task and context Independent Dependent Resultsb

 foundationa variables variables

 Gregor Cognitive learning (1) Experiment with (1) (a) User's goal (1) (a) Explanation Explanations were used more
 1996a, theory (Anderson 1990; operational tax (learning vs. problem- use when the user's goal was
 1996b, Ausubel 1985), system and 84 solving), (b) (b) Performance learning rather than problem
 1997a, Toulmin's model of students. explanation use (c) Learning solving. Under some conditions
 1997b argument (Toulmin (2) Experiment with a (reasoning trace, (d) Confidence. the role of the KBS affected

 1958; Toulmin et al. purpose-built financial justification, control, (2) (a) Explanation explanation use and use
 1979), cognitive-effort planning system and terminological) use improved performance.
 perspective (Payne et 91 members of the (2) (a) KBS role (b) Performance Confidence was related to use
 al. 1993). general public. (prescriptive vs. (c) Confidence. of explanations but the

 supportive), direction of the relationship was
 (b) Availability of different in the two studies.
 explanations,
 (c) Explanation use

 O (general-domain, dmi
 reasoning trace,
 justification, control).

 Lerch et al. Interpersonal trust Experiment with 67 Explanation type (none, (1) Agreement Agreement with advice greater
 (1997) (Rotter 1980; Rempel students and financial canned text, rule). with advice, when explanations given.

 et al. 1985) decision problems. (2) Confidence
 in source,

 (3) Performance |
 attributions. Z

 Se Note: a Some selectivity was employed in choosing references. b Only primary, significant results reported.
 _ "-------------------------------------------------- I
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 APPENDIX B

 Explanation Types

 The classification of explanations into four different types by content (Table 1) reflects also to some extent
 the historical development of explanation facilities. It includes the types of explanations found in most
 operational systems and expert system shells (Chandrasekaran et al. 1989; Wick and Slagle 1989b;
 Wognum 1990). This classification also enables explanations to be discussed in terms of Toulmin's (1 958)
 model of argumentation.

 Explanations Types I, II, and III in Table 1 are the three types proposed by Chandrasekaran et al. (1989):
 trace, justification, and control. These explanation types have been used in a number of studies (Dhaliwal
 1993; Hsu 1993; Mao 1995; Ye 1990). Most explanation facilities available in expert system shells (expert
 system building tools) are limited to the two reasoning trace queries (Type I): How and Why (Wick and
 Slagle 1989b). These queries were introduced in MYCIN, a system developed in the early 1970s for diag-
 nosing infectious blood diseases (Clancey 1983; Shortliffe 1976).

 Justification-type explanations (Type II) require "deep" domain knowledge, causal knowledge or general-
 ly accepted rules or principles in the relevant field. Deep explanations can incorporate many different
 types of knowledge: analogies, cases, textbook knowledge, and so on. The role of deep knowledge in
 explanations can be explicated further by considering the model of practical reasoning and argumenta-
 tion provided by Toulmin (Toulmin 1958; Toulmin et al. 1983) and discussed in the paper. Toulmin's
 model shows how "warrants" and "backing" are elements in any explicit argument (explanation). These
 warrants and backing are drawn from the deep knowledge in a particular field. In science, a warrant may
 be a law of nature and the backing may be the degree to which the law has been investigated and con-
 firmed. In law, a warrant may be a legal principle or statute and the backing the knowledge that the statute
 has been validly legislated. Further discussion of deep versus surface knowledge in expert systems can be
 found in Chandrasekaran and Mittal (1983).

 In principle, deep knowledge could be included with any of the different explanation-content types (Table
 1) except reasoning trace explanations. Reasoning trace is differentiated from justification in that the lat-
 ter has deep knowledge and the former does not. Thus, an explanation of terminology could have a text-
 book reference attached to show the authority from which it was drawn. A control or strategic explana-
 tion could have deep knowledge attached in the form of evidence that the particular strategy was used
 successfully by experts in the field.

 Terminological explanations are the "knowledge of the concepts and relationships of a domain that
 experts use to communicate with one another" (Swartout and Smoliar 1987, p. 198). Mao (1995) uses this
 category, but includes it with "deep" explanations. Terminological explanations are comparable to the
 facts referred to by Everett (1994), the Answer Help of Gregor (1 996a), and the which facility of Wognum
 (1990).

 A further distinction in explanation-content types can be made between generic explanations and case-
 specific explanations. An explanation could be couched in general terms, as in the description of a gen-
 eral problem solving method, and given at any time in the course of a consultation. Terminological expla-
 nations are generally of this type. In contrast, some explanations are case-specific, and are given in the
 context of solving a specific problem with reference to the data for that case. Reasoning trace, justifica-
 tion, and control explanations are mostly case-specific. Chandrasekaran et al. (1989), for example,
 applied the justification-type category to refer to explanations that support a link from specific data to a
 specific conclusion.
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